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ABSTRACT 

 
This paper describes and demonstrates a process for adaptive refinement of quadrilateral 

curved shell meshes using error estimates from MSC.Nastran.  The meshes have been generated 
originally using Unigraphics'(UG) Scenario application.  Although refinement procedures for 
finite element meshes have been in use for many years, automated procedures have most 
generally been developed for triangular meshes.  Furthermore, the new procedure uses the 
UG/Parasolid model so that new points created during the process are on the curved part surface.  
The software demonstrated in this report was developed to the specifications required for 
automotive applications by the Scientific Computational Research Center of Rensselaer 
Polytechnic Institute (RPI) as part of General Motors' membership in their Simulation-Based 
Engineering Program.  The software was demonstrated on two realistic automotive body 
components.  Refined quadrilateral meshes were produced which exhibited smooth grading from 
the refined elements to the coarser, unrefined areas of the mesh. 
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INTRODUCTION 

Mesh Refinement Process 
Error analysis and mesh refinement have been the subject of much research [1], although 

the more automated procedures have been employed only for triangulation techniques.  Although 
much work has taken place on error estimation for quadrilateral elements [2], it is much more 
difficult to implement refinement procedures for such meshes.  Most quadrilateral meshes are 
created using mapping procedures, which do not lend themselves to adaptive refinement.  In 
many methods incompatible grading is used which incorporates midside nodes and multi-point 
constraints for transitioning.  Although several papers [3, 4, 5, 6, 7, 8] have dealt with refinement 
of quadrilateral elements, these have all dealt exclusively with two-dimensional regions with no 
consideration for the problem of placing newly created points on a three-dimensional surface.  In 
more recent years paving techniques [9,10] have been developed which have revolutionized the 
finite element meshing process.  Such methods—members of a general class of methods called 
advancing front—also do not lend themselves to refinement.  The primary purpose of this project 
is to improve the refinement process for paved meshes which have been generated automatically 
on three-dimensional curved surfaces defined by Unigraphics solid models.  An overview of the 
entire process can be seen in Figure 1 and will be described in detail in a later section. 
Error Analysis   

An extensive amount of research has taken place over the past 20 years [2,11] in error 
analysis of finite element problems.  The goal of such computations is to estimate the errors in a 

Figure 1 Refinement Process 
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solution given a certain descretization.  Then, the mesh can be changed to reduce the errors.  
Obviously, the more accurate the error estimate the more efficient will be the refinement process.  
The number of cycles necessary to obtain the desired accuracy will need to be as small as 
possible in order to be efficient.  Although much work has been accomplished in this area, very 
few procedures have been implemented in commercial finite element software.  One such 
procedure has been implemented in MSC.Nastran [12 ] which will be used in this study.  For 
completeness, the MSC.Nastran error estimation procedure will be explained in the next section. 

ERROR ESTIMATION IN MSC.NASTRAN [12]   

Error Estimates for Grid Point Stress Data 
The error estimate to be developed here will be based upon grid point stresses.  First, an 

averaging procedure must be used to obtain continuous stresses at grid points since stresses are 
normally computed within an element using the element’s shape function.  Therefore, a grid 
point which is shared by several elements can legitimately have several stress quantities 
associated with it.  The averaging equation used in MSC.Nastran is 

 

( )∑
=

=
eN

i
eiig W

1

σσ     (1) 

 
in which σg is the weighted mean value of the stress component at the grid point, σei the value of 
the stress component in the ith element in the neighborhood of the grid point, and Wi a weighting 
factor assigned to the ith element.  Equal weighting, i.e., Wi = 1/Ne, is assumed in MSC.Nastran 
where Ne is the number of elements connected to the grid point.   

An estimate of the error in a particular component of stress at a point can be computed by 
assuming that the error of the corresponding stress component, computed for the elements in the 
neighborhood of the grid point, is related to the difference between the average stress, σg, and 
each element stress, σei.  An estimate of the error, δg,in the stress component at the grid point is: 
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where δg is the probable error and δei = σei - σg. 
While the probable error provides an estimate for each of the three stress components at 

each of the grid points considered, it is more useful and desirable to combine these three 
estimates into a single representative measure at each point.  The root mean square (RMS) value 
of the three estimated errors for each of the three stress components is as follows: 
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where Nc is the number of stress components (in the case of a shell element Nc = 3, i.e., σx, σy, 
and τxy). 

It should be noted that the RMS error is a reasonable measure of precision in many 
practical cases, but examples have been shown in which the RMS error is a poor error measure.  
Eq. 3 is assumed to provide an approximate error estimate for the grid point stress data. 
Element Stress Discontinuities 

Other error estimates may be generated by associating the error with the elements rather 
than with the grid points.  For example, RMS errors for each stress component of an element 
may be computed from values of δei that are computed for each of the Ng connected vertex grid 
points where δei = (σe - σgi).  This computation is done for each stress component for all of the 
elements of interest.   
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As explained above, a more useful measure involves combining all three stress 
components as: 
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Even though the above equations may not represent rigorous error measures, in a 
practical sense they are very useful since very few commercial finite element software codes 
provide error estimation of any kind.   
Error Analysis Example 

A simple, well-known example [1] will be used here to demonstrate computing error 
measures in MSC.Nastran.  The well-known plate-with-a-hole will be used as shown in Figure 2 
(which is actually one-quarter of a plate) for which dimensions are shown in Figure 3. 

(3) 

(4) 

Figure 2 Plate Solid Model 

  R = 2.0 

Figure 3 Dimensions of Plate 
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The plate has an applied 
uniform load of 1.0 N/mm at the 
ends.  The resulting errors are shown 
in Figure 4. 

Although there is no exact 
error result for comparison purposes, 
the values in Figure 4 look 
reasonable based upon knowledge of 
stress concentrations at small holes 
in plates.  These results will be used 
for example purposes in the 
refinement process. 

THE REFINEMENT PROCESS 

Manual Refinement Example 
As an example of reductions that can be achieved in the errors shown in Figure 4, the 

distribution of nodes around the hole was changed manually using a finite element preprocessing 
program.  The node distribution was changed from the uniform spacing of 1.0 mm to a geometric 
distribution ranging from 1.0 mm at the plate edge to 0.25 mm at the hole.  This new mesh was 
then solved in MSC.Nastran and the error results are shown in Figure 5.   

 As can be seen in Figure 
5 the error results in the refined 
region have been significantly 
reduced.  As noted earlier, 
however, this example does not 
use the theoretically exact 
solution as the basis of 
comparison, but it qualitatively 
shows that the error measure 
generally indicates the area in 
which refinement is necessary 
and that refinements in those 
areas can reduce the error. 
Automatic Refinement 

Although the above example shows the potential effectiveness of mesh refinement, in 
order to have an efficient adaptive modeling process it will be necessary to develop an automated 
refinement process.  While methods based upon mapped meshing have been looked at in the 
past, only fully-automatic methods will be addressed here since these will be the only practical 
methods for speeding up the overall modeling process.   

Figure 6 shows a region in which paving was used to create quadrilateral elements (for 
the purpose of this example, not all elements are shown).  The paving process begins adding 
elements along the boundary automatically placing nodes in the interior of the region.  The 
method places nodes so that the resulting element is as regular as possible, i.e., the skew and 
aspect ratios are within the default ranges.  If it is desired to incorporate additional nodes, as 
shown in the figure, the paving method does not possess such a capability as triangulation 

Figure 4 Error Prediction Results 

Figure 5 Errors for Manually Refined Mesh 

Refined 
Region 
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methods, such as tesselation, do.  Normally, 
hard points are added to paved methods by 
moving existing points to the location of the 
desired hard point.  Obviously, though, as 
was shown in the example of Figure 5 refined 
boundaries will result in refined paved 
meshes, which, however, is a limited 
capability of what is needed for a refinement 
process to be developed in this project.  The 
desired capability needs to be able to add one 
or more nodes within any element within a 
region and obtain a suitably graded mesh. 
RPI Quadrilateral Refinement Software 

A refinement module has been developed (based upon the procedure shown in Figure 1) 
which refines quadrilaterals and creates a mostly-quad mesh using procedures described in 
References 13, 14, 15, and 16 using the MSC.Nastran error measures shown above in Eqs. 1-5.  
Input to the refinement scheme is as follows: 

• Input data for mesh refinement: 
§ The finite element surface mesh (quadrilateral or mixed) represented by file 

ProbName.dat in Figure 1.  
§ Error values for each grid and element as computed by MSC.Nastran and 

represented by file ProbName.pch in Figure 1. 
• The user of the refinement software must select:  
§ The error cutoff values (see Figure 4) above which an element gets refined.  
§ The number of levels of refinement.   

Figure 7 shows two different levels of refinement that are possible by changing the input 
parameters.  The refinement process is as follows: 

The quadrilateral surface mesh is first converted into all triangles to apply triangular 
refinement templates.  The conversion is done by simply splitting the quads at the diagonals.  
The triangular templates are preferred since the termination of the refinement is possible with 
triangles and it is not always possible to stop the propagation of quadrilateral refinement without 
creating invalid (negative Jacobian or area) elements.  The information of the original quad or 
mixed faces that are to be refined is carried over to the all-triangular mesh.  The triangular 
templates are then applied to these to-be refined faces.  The refined triangular mesh is then 
converted to an almost-all quadrilateral mesh by a paving algorithm similar to the one proposed 
by Owen et al. [14]. It is different than the conventional paving algorithm of Blacker and 
Stephenson [9], in the sense that the paving is achieved on an existing triangular mesh where 
quadrilaterals are formed by using existing edges, by inserting additional nodes or by performing 
local transformations to the triangles.  It is advantageous to use such an algorithm to avoid 
intersection computations commonly associated with advancing front procedures which are also 
used in the original paving algorithm of Blacker and Stephenson [9].   

As another option to quadrilateral conversion, a diagonal merging and splitting algorithm 
of Lee [15] is also implemented.  The best combinations of paired triangles are found by 
computing the internal angles and choosing the pairs that are close to the ideal square case.  The 
paired triangles are merged from their common diagonals.  The remaining triangles are split into 
quadrilaterals and the split is propagated to every direction that necessitates the further splits of 

*
Added 
Node 

Figure 6 Paved Mesh with Added Node 
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quads and triangles.  One of the disadvantages of this approach, though it is robust, is that the 
resulting mesh may be finer than the requested size by a factor of two.   

Finally, the resulting mesh is optimized by applying various topological cleaning 
procedures proposed by Kinney [16 ]. 

An extremely important aspect of the process shown in Figure 1 is the use of the 
geometric model (in this case UG/Parasolid that is shown as the data file ProbName.xmt_txt).  
As the new, refined points are created according to the above discussion, they are placed on the 
surface of the geometric model.  Otherwise, if only the original coarse mesh was used to place 
the new points, they would lie on the faceted surfaces of the original elements.  The more 
realistic examples that follow demonstrate this extremely important capability. 

 
AUTOMOTIVE ROOF EXAMPLE 

In order to demonstrate this approach on a more realistic problem, the UG automotive 
roof model [17] shown in Figure 8 will be used.  A static loading condition representative of 
global static bending will also be used. 

 
The model is composed of eleven sheet bodies sewn together and meshed using the 

UG/Scenario default quad mesher.  For purposes of demonstration, the roof panel from Figure 8 
will be used, shown in Figure 9.  The first version of the RPI refinement software can only 
handle single surfaces.  The unrefined mesh of a nominal element size of 50 mm and generated 
using UG/Scenario/Version 16 can be seen in Figure 10.  This model is curved and demonstrates 
the ability to create refined points on a curved, Parasolids surface.  Figures 11 and 12 show the 

(a) Refinement Level 1 (b) Refinement Level 2 

Figure 7 Adaptive Refinement of Plate 
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face errors and the vertex errors generated from MSC.Nastran version 70.5.  Figures 13 and 14 
show two refined meshes at two levels of refinement. 

 
 

AUTOMOTIVE FRONT 
STRUCTURE EXAMPLE 

Figure 15 shows a second 
realistic example taken from Ref. 
18. The UG parametric model is 
composed of five solid bodies 
whose faces were meshed using 
the UG/Scenario default quad 
mesher.  As in the previous 
example, only one face--the cap of 
the shock tower shown in Figure 
16--is used for the refinement 
example.  Also, the shock tower 
cap is a curved shell in order to 
demonstrate the ability to create 
new grids on the surface of 
Unigraphics/Parsolid models.  For 
purposes of demonstration, a 
vertical, static load applied at the 
shock tower will be used.  Figure 
17 shows the unrefined mesh with 
a nominal element size of 25 mm 
produced by UG/Scenario Version 
16.  Figure 18 shows the errors as 
obtained from MSC.Nastran.  
Figure 19 shows the resulting 
mesh refinement. 

 

SUMMARY AND CONCLUSIONS 

This paper describes a process for adaptive refinement of quadrilateral finite element 
meshes based upon error measures computed in MSC.Nastran.  MSC.Nastran computes assumed 
errors due to inadequately large element size or improper element size distribution.  The error 
measures are based upon the discontinuity of stresses in the element or at the grid points.  The 
original, unrefined meshes were created from parametric solid models using the UG Scenario 
structural analysis program.  The meshes were composed of nearly-all quadrilaterals using an 
advancing front method.  Several automotive problems were used to demonstrate the software.  
The resulting refined meshes were composed of well shaped elements which were smoothly 
graded from coarse to fine.  In a future project the software described in this paper will be used 
to carry out refinement convergence studies to assess the quality of the refined meshes. 

Figure 8 Roof Model 
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Figure 9 Roof Panel Model 

Figure 10 Unrefined Mesh 
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Figure 11 Face Error Measures 

Figure 12 Vertex Error Measures 
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Figure 13 Refined Mesh One  

Figure 14 Very Refined Mesh 
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Figure 15 Front End Model 

Figure 16 Shock Tower Cap Model 
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Figure 17 Unrefined Mesh 

Figure 18 Vertex Error Estimate 
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Figure 19 Refined Mesh 
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